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These notes explain the equivalence between certain topological and coherent
data on complex-analytic manifolds, and also discuss the phenomenon of “regular
singularities” connections in the 1-dimensional case. It is assumed that the reader is
familiar with the equivalence of categories between the category of locally constant
sheaves of sets on a topological space X and the category of covering spaces over X,
and also (for a pointed space (X, x0)) with the resulting equivalence of categories
between the category of locally constant sheaves of sets on X and left π1(X, x0)-sets
when X is connected and “nice” in the sense that it has a base of opens that are
path-connected and simply connected. (For example, it is a hard theorem that any
complex-analytic space is “nice”). These equivalences will only be used in the case
of complex manifolds, but for purposes of conceptual clarity we give some initial
construction without smoothness restrictions.

Let us first set some conventions. As usual in mathematics, we fix an algebraic
closure C of R, endowed with its unique absolute value extending that on R. We
shall work with arbitrary complex-analytic spaces (the analytic counterpart to C-
schemes that are locally of finite type), but the reader who is unfamiliar with this
theory will not lose anything (nor run into problems in the proofs) by requiring
all analytic spaces to be manifolds (in which case what we are calling a “smooth
map” is a submersion by another name). For technical purposes it is important
that the theory of D-modules works without smoothness restrictions. Hence, for
the analytically-inclined reader who wishes to avoid smoothness restrictions we
note that the global method of construction of the relative de Rham complex Ω•X/S

for any morphism of schemes f : X → S as in [5, IV4, §16.6] works verbatim in
the complex-analytic case and is compatible with the analytification functor from
locally finite type C-schemes to complex-analytic spaces.

Notation and terminology. If (X, OX) is a locally ringed space and F is
an OX -module then F∨ denotes H omOX

(F ,OX) and F (x) denotes Fx/mxFx;
we call F (x) the fiber at x (to be distinguished from the stalk Fx at x). We will
freely pass between the categories of vector bundles and locally free sheaves, and
so if V is a vector bundle then we may write V (x) to denote its fiber over a point
x in the base space. If Σ is a set and X is a topological space then Σ denotes the
associated constant sheaf of sets on X.

The analytic space SpC is SpecC considered as a 0-dimensional complex mani-
fold. Also, Z(1) denotes the kernel of exp : C → C×; this is a free Z-module of rank
1 but it does not have a canonical basis. Finally, a local system (of sets, abelian
groups, etc.) on a topological space is a locally constant sheaf (of sets, abelian
groups, etc.) on the space.
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1. Basic definitions and constructions

Let π : X → Y be a map of analytic spaces, and E a coherent sheaf on X. A
connection on E relative to Y is a map of abelian sheaves

∇ : E → Ω1
X/Y ⊗OX

E

that satisfies the Leibnitz rule

∇(fs) = dX/Y f ⊗ s + f · ∇(s)

for local sections s of E and f of OX ; in particular, ∇ is OY -linear. Such pairs
(E ,∇) form a category in an evident manner. The set of connections on E relative
to Y is a principal homogeneous space under HomX(E ,Ω1

X/Y ⊗E ) because ∇−∇′
is OX -linear for any two connections on E relative to Y .

Example 1.1. A basic example with Y = SpC is E = OX ⊗C Λ for a local system
Λ of finite-dimensional C-vector spaces, taking ∇ = dX⊗1. This connection clearly
kills Λ, and it is the unique connection on E with this property (due to the Leibnitz
rule). If X is a manifold then ker dX = C, and so ker∇ = Λ in the smooth case.

More generally, for any Y we may consider E = OX ⊗π−1OY
Λ for a locally free

π−1OY -module Λ with finite rank. In this case, ∇ = dX/Y ⊗1 is a connection on E
that kills the image of Λ in E and is uniquely determined by this property. When
X is Y -smooth then ker∇ = Λ because ker dX/Y = π−1OY and Λ is locally free
over π−1OY .

Example 1.2. Assume that X is Y -smooth and E is a vector bundle. Choose an
open U ⊆ X such that E |U admits a basis {ej} and U ' Y × V for an open V in
Cn. We have unique expansions

∇(ej) =
∑
i,k

Γk
ijdzi ⊗ ek,

where {zi} is the standard coordinate system on Cn and the Γk
ij ’s are sections of

OX over U . For a general local section s =
∑

sjej of E |U ,

∇(s) =
∑
i,k

∂sk

∂zi
+
∑

j

Γk
ijsj

dzi ⊗ ek.

Thus, ∇(s) = 0 is a system of first-order homogeneous linear PDE’s. Conversely,
given sections Γk

ij of OX over U we may use this formula to define a connection on
U over Y . The Γk

ij ’s are the Christoffel symbols of the connection relative to the
local choices of coordinates and basis. In the special case when X is Y -smooth with
pure relative dimension 1, we write Γij rather than Γ1

ij , and (Γij) is the connection
matrix with respect to the chosen basis of E |U and the choice of relative coordinate
z1.

A connection is to be viewed as a mechanism for differentiating sections along
vector fields: if ~v is a relative vector field on X over Y (i.e., an OY -linear derivation
of OX), then the composite ∇~v = (~v ⊗ 1) ◦ ∇ : E → E satisfies

∇~v(fs) = ~v(f) · s + f · ∇~v(s).

The operation ∇~v is “differentiation along the vector field ~v.” Note that ~v 7→ ∇~v

is OX -linear.
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If E is a vector bundle on X with a connection ∇ relative to Y , then the dual
connection ∇∨ on the dual E ∨ is defined via

∇∨(`) = dX/Y ◦ `− (1⊗ `) ◦ ∇ ∈ HomOU
(E |U ,Ω1

X/Y |U ) = Γ(U,Ω1
X/Y ⊗OX

E ∨)

for ` ∈ E ∨(U); the motivation for this is to ensure that the identity

dX/Y (`(s)) = (∇∨(`))(s) + (1⊗ `)(∇(s))

holds for all local sections s of E |U . The assignment ` 7→ ∇∨(`) satisfies the Leibnitz
rule, so ∇∨ is indeed a connection on E ∨ relative to Y . It is not difficult to verify
that ∇∨∨ = ∇ via the isomorphism E ∨∨ ' E .

Example 1.4. For vector bundles E1 and E2 on X equipped with connections ∇1

and ∇2 relative to Y , the isomorphism H omX(E1,E2) ' E2 ⊗ E ∨1 allows us to
define a connection ∇ = ∇2⊗∇∨1 on this Hom-sheaf. Calculations with elementary
tensors show that for a section ϕ : E1|U → E2|U over an open U ,

∇(ϕ) ∈ Γ(U,H omX(E1,E2 ⊗ Ω1
X/Y )) = HomU (E1|U ,E2 ⊗ Ω1

X/Y |U )

is given by ∇2 ◦ ϕ − (1 ⊗ ϕ) ◦ ∇1. In particular, ∇(ϕ) = 0 if and only if ϕ is
compatible with the connections ∇1 and ∇2, and for (E2,∇2) = (OX ,dX/Y ) this
recovers the dual connection.

Finally, for any commutative square

(1.1) X ′ h′ //

π′

��

X

π

��
Y ′

h
// Y

and (E ,∇) on X relative to Y , the pullback connection ∇′ on X ′ (relative to Y ′) is
defined as follows. Let η : h′

∗Ω1
X/Y → Ω1

X′/Y ′ be the canonical map. The map

∇′ : h′
∗
E = OX′ ⊗h′−1OX

h′
−1

E → Ω1
X′/Y ′ ⊗OX′ h′

∗
E

defined by

∇′(f ′ ⊗ h′
−1

s) = df ′ ⊗ h′
∗(s) + f ′ · (η ⊗ 1)(h′∗(∇(s)))

is readily checked to be well-defined (i.e., for any local sections f ′, f , and s, the
pairs (f ′ · h′−1(f), h′−1(s)) and (f ′, h′−1(f) · h′−1(s)) are sent to the same place),
and it satisfies the Leibnitz rule.

The pullback connection is often denoted h′
∗(∇), though it also depends on the

left and bottom sides of (1.1), and it is uniquely characterized by the property
that it sends h′

−1(s) to (η ⊗ 1)(h′∗(∇(s))). This characterization implies that
the pullback operation on connections is naturally transitive and associative with
respect to composite pullbacks. Local calculations also show that formation of dual
and tensor-product connections is compatible with pullback.

Example 1.5. The construction in Example 1.1 is compatible with duality, tensor
product, and pullback. To be precise, let Λ and Λ′ be locally free π−1OY -modules
of finite rank, and let E = OX ⊗π−1OY

Λ and E ′ = OX ⊗π−1OY
Λ′. Let ∇Λ and

∇Λ′ be the unique connections on E and E ′ whose kernel contains Λ and Λ′. With
respect to the isomorphisms

E ∨ ' OX ⊗π−1OY
Λ∨, E ⊗OX

E ′ ' OX ⊗π−1OY
(Λ⊗π−1OY

Λ′),
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a local calculation shows that the connections ∇∨Λ and ∇Λ ⊗∇Λ′ kill the images of
Λ∨ and Λ⊗ Λ′, and so uniqueness implies ∇∨Λ = ∇Λ∨ and ∇Λ ⊗∇Λ′ = ∇Λ⊗Λ′ . In
a similar manner, for any commutative square as in (1.1), the pullback connection
h′
∗(∇Λ) is identified with ∇h∗Λ.

There is a fundamental link between local systems and vector bundles with
connection. The starting point is the following reformulation of the local uniqueness
of solutions to first-order ODE’s with an initial condition:

Lemma 1.6. If X is smooth and (E ,∇) is a vector bundle on X with a connection,
then for the C-module ker∇ on X the C-linear map (ker∇)x → E (x) is injective
for all x ∈ X. In particular, all stalks of ker∇ are finite-dimensional over C.

The sets X≤d = {x ∈ X | dim(ker∇)x ≤ d} are a locally finite collection of
closed sets in X, and ker∇ has locally constant restriction to X≤d −X≤(d−1) for
all d. In particular, ker∇ is locally constant on X if and only if x 7→ dim(ker∇)x

is a locally constant function on X.

In §2 we shall determine when (ker∇)x = E (x) for all x ∈ X (and so in particular
ker∇ is locally constant).

Proof. We may work locally on X, so we can assume X = Bn is a polydisc and E
is globally free. Let z1, . . . , zn be the standard coordinates on Bn, and let {ej} be
a basis of E . The sections dzi ⊗ ek give a basis of Ω1

X ⊗ E , and so if we expand
∇(ej) with respect to this basis we see that the general condition ∇(

∑
siei) = 0 is

a system of first-order linear PDE’s in the si’s with coefficients expressed in terms
of the Γk

ij ’s as in Example 1.2. The uniqueness theorem for ODE’s with an initial
condition may be applied to restrictions along analytic curves to conclude that a
section of ker∇ over a connected open U is uniquely determined by the specification
of its value at a single point x0. Thus, (ker∇)x → E (x) is indeed injective for all
x and the sets X −X≤d are open (so each X≤d is closed). It is likewise clear that
the collection of closed sets {X≤d}d is locally finite on X.

Pick x ∈ X≤d−X≤(d−1), so d = dim(ker∇)x. By shrinking X around x we may
arrange that there is a d-dimensional subspace V ⊆ (ker∇)(X) with V mapping
isomorphically onto (ker∇)x. It follows that OX⊗C V → E is a map of vector bun-
dles on the manifold X such that it induces an injection on x-fibers. By shrinking
X around x, we may therefore arrange that this map is a subbundle, and hence
the induced map V = V x′ → E (x′) is injective for all x′ ∈ X. This factors through
the subspace (ker∇)x′ , so the map φ : V → ker∇ induces an injection on stalks
at all points. Thus, φ is a subsheaf inclusion. The pullback of φ over the subset
X≤d−X≤(d−1) is therefore an isomorphism on stalks and hence is an isomorphism.
Thus, ker∇ indeed has locally constant restriction to X≤d −X≤(d−1). �

Let us consider a fundamental example that illustrates the general problems to
be considered in what follows. Let D∗ = {0 < |q| < 1} and let f : E → D∗ be
the analytic family of elliptic curves with q-fiber C×/qZ; to be rigorous, E is the
quotient of C× ×D∗ by the action of the D∗-group Z ×D× with (n, q) acting by
(t, q) 7→ (qnt, q). The dual sheaf Λ = (R1f∗C)∨ is a local system on D∗ whose fiber
at q is naturally identified with H1(Eq,C) because f is a fibration.

Let e1(q0) ∈ H1(Eq0 ,C) be the pushforward of (1/2πi)σi ∈ H1(C×,C), where
σi is the path in C× that goes once around the origin in the i-counterclockwise
direction; note that e1(q0) is independent of i. Let e2(q0) ∈ H1(Eq0 ,C) be the class
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of the closed loop obtained by pushing forward a choice of path in C× joining 1 to
q0; this is only canonical modulo Ce1(q0). Let γi be an i-counterclockwise generator
of π1(D∗, q0). For a loop γ representing a homotopy class g in π1(D∗, q0) and any
e ∈ H1(Eq0 ,C) = Λq0 , if we transport the homology class e along γ from γ(0) = q0

to γ(1) = q0 via local constancy of Λ (or better: via the unique identification γ∗Λ '
Λq0 over [0, 1] extending the canonical isomorphism (γ∗Λ)0 ' Λq0 on 0-fibers), then
we obtain g(e). Thus, γi(e1(q0)) = e1(q0) and γi(e2(q0)) is the concatenation of the
paths e2(q0) and 2πie1(q0), so γi(e2(q0)) = e2(q0) + 2πie1(q0).

The non-triviality of the π1-action implies that Λ does not extend to a local
system on D. However, and this is the key point, the vector bundle E = OD∗ ⊗C Λ
does naturally extend to a rank-2 vector bundle on D. The reason this happens
is that there exist differential equations on D∗ whose local solutions in O exhibit
the same monodromy behavior as e2 when we analytically continue them along γi,
and so a suitable O-linear combination kills the non-trivial monodromy from Λ.
More precisely, consider a local solution log to the differential equation df = dq/q.
If we move around the circle through q0 in the i-counterclockwise direction then
when we return to q0 we have the local solution log +2πi. Thus, the local section
log⊗e1 − e2 is invariant under analytic continuation along a generating loop of π1,
and so it extends to a global section v2 of E that is independent of i but is only
canonical modulo Cv1. The global sections v1 = e1 and v2 give a basis of E over
OD∗ , but the Cv1-ambiguity in the construction of v2 implies that the intrinsic
structure on E is a short exact sequence

0 → OD∗ → E → OD∗ → 0

with the subobject having basis v1 and the quotient having basis v2 mod Cv1. The
choice of v2 splits this sequence.

With respect to the OD∗ -basis {v1, v2}, the connection ∇ = d ⊗ 1 on E with
kernel Λ is given by

av1 + bv2 7→
dq

q
⊗ ((qa′ + b)v1 + qb′v2)

for local sections a and b of OD∗ (with derivatives a′ and b′), and so when we use
the vj ’s to extend E to a free vector bundle E ′ = O⊕2

D we see that ∇ extends to a
map ∇′ : E ′ → Ω1

D(0)⊗OD
E ′ that is a connection with a simple pole at the origin.

Changing v2 modulo Cv1 gives an isomorphic structure of the same type over D.
The construction of (E ′,∇′) may appear to be ad hoc, but we shall prove in §4 that
the simple-pole property uniquely characterizes it up to unique isomorphism as an
extension of (E ,∇) over D.

Much of the work that follows is devoted to explaining the general framework for
carrying out this type of construction and establishing its functoriality. We will see
that the essential property underlying the uniqueness of the preceding construction
is the unipotence of the π1-action.

2. de Rham theory for connections

Just as we uniquely extend the universal OY -linear derivation dX/Y : OX →
Ω1

X/Y to a complex Ω•X/Y on the exterior powers of Ω1
X/Y such that the connecting

maps satisfy the Leibnitz rule, we have a version for connections; one new aspect
is that it is a non-trivial constraint that we get a complex:
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Theorem 2.1. Let (E ,∇) be a coherent sheaf on X with a connection ∇ relative
to Y . There is a unique abelian-sheaf map ∇p : Ωp

X/Y ⊗ E → Ωp+1
X/Y ⊗ E satisfying

∇p(ω ⊗ s) = dω ⊗ s + (−1)pω ∧∇(s) for each p ≥ 0 (so ∇0 = ∇), and we have

∇p+q((ωp ∧ ωq)⊗ s) = ∇p(ωp ⊗ s) ∧ ωq + (−1)pωp ∧∇q(ωq ⊗ s)

for local sections ωp of Ωp
X/Y and ωq of Ωq

X/Y .
The composites ∇p+1 ◦∇p vanish for all p if and only if ∇1 ◦∇0 = 0, and when

X is Y -smooth then this is equivalent to the general identity ∇[~v,~w] = [∇~v,∇~w] for
local vector fields ~v and ~w on X relative to Y .

Strictly speaking, ∇p(ωp ⊗ s) ∧ ωq is to be computed using the natural local
mapping Ωp+1

X/Y ⊗ E → Ωp+q+1
X/Y ⊗ E defined by (·) ∧ ωq : Ωp+1

X/Y → Ωp+q+1
X/Y .

Proof. See [4, pp. 9–11] for a proof when Y = SpC; that proof works verbatim
in the relative case, and the hypothesis there that the coherent sheaves are vector
bundles is not used in the proofs. As with the construction of the de Rham complex,
the essential point is existence of the ∇p’s; uniqueness is obvious.

The relevance of Y -smoothness in the final part of the theorem is that in this
case we may establish identities among 1-forms by evaluation against relative vector
fields since Ω1

X/Y is its own double-dual. �

The connection ∇ is integrable when ∇1 ◦ ∇0 = 0, and the resulting complex
(Ω•X/Y ⊗OX

E ,∇•) is the de Rham complex of (E ,∇).

Example 2.2. In Example 1.1, the associated de Rham complex is obtained by
applying the functor Λ ⊗π−1OY

(·) to the usual OY -linear holomorphic de Rham
complex for X over Y . Thus, the connections in Example 1.1 are integrable. Inte-
grability is also automatic when X is Y -smooth with fibers of dimension at most
1, as then Ω2

X/Y = 0.

It is straightforward to check that formation of the de Rham complex of (E ,∇)
is compatible with pullback, and that the operations of tensor product, duality, and
pullback preserve integrability of connections.

Remark 2.3. An alternative description of the integrability condition may be
given in the spirit of Remark 1.3, as follows. Identify ∇ with a linear isomorphism
ξ : q∗2E ' q∗1E on the first infinitesimal neighborhood of the diagonal in X×Y X. Let
qij be the projections from the first infinitesimal neighborhood of the triple-diagonal
in X×Y X×Y X to the first infinitesimal neighborhood of the diagonal in X×Y X.
Pulling back ξ along the qij ’s defines linear isomorphisms ξij : q∗j E ' q∗i E . It is
natural to ask if the cocycle condition ξ13 = ξ12 ◦ ξ23 holds. From the viewpoint of
universality, as in Remark 1.3, if we consider ξ as the specification of isomorphisms
ξq′1,q′2

: q′2
∗F ' q′1

∗F for all pairs of Y -retractions q′1, q
′
2 : X ′ → X of a common

square-zero closed Y -immersion δ : X ↪→ X ′, then the cocycle condition is the
transitivity condition

ξq′1,q′3
= ξq′1,q′2

◦ ξq′2,q′3

for any triple of retractions of a common δ.
It can be proved that when the cocycle condition holds, then ∇ must be inte-

grable, and that if X is Y -smooth then integrability forces the cocycle condition to
hold; thus, an integrable connection on coherent sheaf on a smooth Y -space may
be viewed as first-order descent data. We will not make use of the equivalence of
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integrability and the cocycle condition in the smooth case, and so we leave it to the
interested reader to either carry out the verification or to consult [2, §2] for general
arguments presented in the Q-scheme setting (or [1, Ch. II, Prop. 3.3.9, Thm. 4.2.11]
for proofs in the most general axiomatic framework).

Example 2.4. Assume that X is Y -smooth and that E is a vector bundle on X.
Choose local relative coordinates z1, . . . , zn on an open U in X, with U sufficiently
small so that there exists a basis {ej} of E |U . A connection ∇ on E relative to Y
is determined by the Christoffel-symbol expansions

∇∂zi
(ej) =

∑
k

Γk
ijek.

We shall now formulate integrability of ∇|U as a system of differential equations in
the Christoffel symbols.

Since X is Y -smooth, by Theorem 2.1 the integrability of ∇|U is equivalent to
the vanishing of

(2.1) [∇~v,∇~w]−∇[~v,~w]

for local vector fields ~v and ~w over opens in U , and the Leibnitz rule implies that it
suffices to check such vanishing on a local basis of vector fields. Thus, integrability
of ∇|U amounts to vanishing of (2.1) when ~v = ∂zi

and ~w = ∂zj
for all i, j. Let

∇i = ∇∂zi
. Since [∂zi

, ∂zj
] = 0, we need to compute ∇i ◦ ∇j −∇j ◦ ∇i.

Evaluating on ek gives

∇i(∇j(ek))−∇j(∇i(ek)) = ∇i

(∑
s

Γs
jkes

)
−∇j

(∑
s

Γs
ikes

)

=
∑

`

(∑
s

(Γs
jkΓ`

is − Γs
ikΓ`

js) +

(
∂Γ`

jk

∂zi
− ∂Γ`

ik

∂zj

))
e`.

If we let R`
ijk denote the coefficient of e` in this sum, then the integrability of ∇|U

is equivalent to the system of differential equations R`
ijk = 0. The reader may also

check (or see [4, p. 11]) that

(∇1 ◦ ∇0)(ek) =
∑

`

∑
i<j

R`
ijk dzi ∧ dzj

⊗ e`,

so these R`
ijk’s describe the operator ∇1 ◦ ∇0.

These considerations carry over to the case of C∞-manifolds, and in the special
case when E = TX/Y is the tangent bundle, ei = ∂zi

, and ∇ is the Levi-Civita
connection associated to a Riemannian metric, the R`

ijk’s are the coefficients of the
curvature tensor on a Riemannian manifold. In general, the operator ∇1 ◦ ∇0 is
called the curvature of the connection, since we have seen above that it encodes the
obstruction to finding local coordinates {zi} whose associated directional derivatives
∇∂zi

commute with each other. (Recall that in multivariable calculus, the vanishing
of d2 is equivalent to the identity ∂xi∂xj = ∂xj ∂xi .)

Example 2.5. Continuing the preceding example, let us give geometric formu-
lations of the differential equation ∇(s) = 0 (for s ∈ E (U)) and the system of
differential equations R`

ijk = 0 that encode integrability of ∇|U . Let V = VE → X

be the geometric vector bundle with sheaf of sections E . Let {vj} be the linear
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coordinates on V |U over U that are dual to the chosen basis {ej} of E |U . Thus,
V |U is coordinatized over Y by the zi’s and vj ’s, and so the relative tangent bundle
TV/Y is free over V |U on the basis of ∂zi ’s and ∂vj ’s. We may define vector fields

Xi = ∂zi
−
∑

k

∑
j

vjΓk
ij(z)

 ∂vk

on V |U , and a direct calculation shows that

[Xi, Xj ] = −
∑
k,`

R`
ijkvk∂v`

.

Thus, the vanishing of [Xi, Xj ] on V |U is exactly the integrability condition.
The only intervention of the ∂zj ’s in Xi is through the term ∂zi , so the Xi’s

freely generate a vector bundle W over V |U that is a subbundle of the part of TV/Y

that lies over V |U , and this subbundle over V |U has rank equal to the (constant)
relative dimension of X over Y . The absence of ∂zk

’s in the formula for [Xi, Xj ]
implies that [Xi, Xj ] lies in W if and only if [Xi, Xj ] = 0. That is, integrability
of ∇|U is equivalent to the property that the subbundle W of TV/Y |U over V |U is
stable under the bracket on vector fields.

Let s : U → V |U be a section in E (U). The induced map dX/Y s : TX/Y |U →
TV/Y |U is characterized by

∂zi
7→ ∂zi

+
∑

k

∂sk

∂zi
∂vk

where sk = vk ◦ s, and an inspection of the definition of the Xj ’s shows that the
only possible O-linear relation of the form ds(∂zi

) =
∑

j aijXj with aij ∈ O(V |U )
is aij = 0 for i 6= j and aii = 1. Thus, ds factors through the subbundle W freely
spanned by the Xi’s if and only if ds(∂zi

) = Xi; i.e., if and only if

∂zi
(sk) = −

∑
j

sjΓk
ij

for all i and k. By Example 1.2, this final system of equations is exactly the
condition ∇(s) = 0.

We draw two geometric conclusions in terms of the vector bundle W : a section
s of E over U is killed by ∇ if and only if its differential TX/Y |U → TV/Y |U factors
through W , and the integrability of ∇|U is exactly the condition that W is stable
under the bracket on TV/Y |U .

The importance of integrability is due to:

Theorem 2.6 (Riemann–Hilbert correspondence). Assume X is smooth, and let
(E ,∇) be a vector bundle on X with an integrable connection. The sheaf ker∇
is locally constant with C-rank equal to the O-rank of E , and the natural map
OX ⊗C ker∇ → E carrying ∇ back to dX ⊗ 1 is an isomorphism.

The functors (E ,∇) ker∇ and Λ (OX⊗CΛ,dX⊗1) are inverse equivalences
of categories between the category of vector bundles on X equipped with an integrable
connection and the category of local systems of finite-dimensional C-vector spaces
on X. In particular, the category of such pairs (E ,∇) is abelian, with kernels and
cokernels formed in the evident manner.
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Combining Example 1.1 and the Riemann–Hilbert correspondence, we see the
reason for the terminology “integrability”: it is exactly the condition that ensures
we can locally (uniquely) solve the differential equation ∇(s) = 0 near any x0 ∈ X
for an arbitrary initial condition s(x0) ∈ E (x0). Strictly speaking, the phrase
“Riemann–Hilbert correspondence” usually refers to a vast generalization with per-
verse sheaves replacing local systems and regular holonomic D-modules replacing
vector bundles with integrable connection.

Proof. Once it is proved that ker∇ is a local system and that α : OX⊗Cker∇ → E
is always an isomorphism, the abelian-category claim follows from the fact that local
systems of finite-dimensional C-vector spaces on X form an abelian category in the
evident manner. By Lemma 1.6, ker∇ is locally constant if its fiber-ranks are
locally constant, and for all x ∈ X the map (ker∇)x → E (x) is injective. Thus,
since a map between vector bundles is an isomorphism if and only if it induces an
isomorphism on fibers, it suffices to show that for any x0 ∈ X and any s0 ∈ E (x0),
there exists a section s of E near x with s(x0) = s0 and ∇(s) = 0. This problem is
local near x0, so we may put ourselves in the local situation considered in Example
2.5 with the base Y equal to SpC. Using notation as is introduced there, the
condition ∇(s) = 0 says that s : U → VE |U has differential factoring through the
subbundle W in the tangent bundle of VE |U ; moreover, the integrability of ∇|U
implies that W is stable under the bracket.

The geometric form of the Frobenius integrability theorem [6, 1.64] says that a
subbundle B of the tangent bundle of a C∞ (or real-analytic) manifold M is stable
under the bracket if and only if for each m ∈ M there is an open neighborhood Um

of m and a closed connected C∞-submanifold (or real-analytic submanifold) N in
Um passing through m such that the tangent space Tn(N) ⊆ Tn(M) at each point n
is B(n); the manifold N is called an integral manifold for the subbundle B, and it is
uniquely determined in Um. This theorem carries over to the complex-analytic case
on complex manifolds because a closed C∞-submanifold N in a complex manifold
M is a complex submanifold if and only if Tn(N) is a C-linear subspace of Tn(M)
for all n ∈ N (proof: if z1, . . . , zs are local coordinates on U ⊆ M containing n0 ∈ N
such that ∂z1 |n0 , . . . , ∂zr |n0 is a basis of the C-subspace Tn0(N) ⊆ Tn0(M), then
π : U → Cr is a submersion at n0 with restriction πN : U ∩N → Cr that is a C∞

open immersion after shrinking U . The composite j of π−1
N and the inclusion of

U∩N into M is a closed C∞-embedding of πN (U∩N) into U with image U∩N ; the
injective differential of j at each point of πN (U ∩N) is C-linear at each point since
Tn(N) is a C-linear subspace of Tn(M) for all n ∈ N , and so j is holomorphic).

Choose an initial condition s0 =
∑

ajej(x0) ∈ E (x0), and consider this as a
point in VE |U over x0 ∈ U . Let W be the integral manifold for W through s0 in a
small open neighborhood of s0, so Tw(W ) = W (w) for all w ∈ W . The differential
of the projection W → U at s0 sends the basis {Xi(s0)} of W (s0) = Ts0(W ) to
the basis {∂zi

(x0)} of Tx0(U), and so this projection is a local isomorphism. Its
analytic inverse near x0 provides a local section σ : U → W satisfying σ(x0) = s0

after we shrink U around x0, and the composite s : U → W → VE |U has differential
factoring through W since Tw(W ) = W (w) for all w ∈ W . Thus, s ∈ E (U) is in
ker∇ and satisfies the initial condition s(x0) = s0. �

If (E ,∇) is a vector bundle with connection on a manifold, the flat sections
(or horizontal sections) of E are the sections of the local system ker∇ ⊆ E . The
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Riemann–Hilbert correspondence says that a vector bundle with integrable connec-
tion may be reconstructed from its flat sections. This correspondence is very useful,
since local systems are topological and vector bundles with connection require only
the language of coherent sheaves (and so are algebraic).

Combining the Riemann–Hilbert correspondence with Example 2.2 and the holo-
morphic Poincaré lemma, we get:

Corollary 2.7 (Poincaré lemma for integrable connections). If (E ,∇) is a vector
bundle with integrable connection on a manifold X, then the de Rham complex
(Ω•X ⊗ E ,∇•) is a resolution of the local system ker∇.

It is a remarkable fact that if E is a coherent sheaf on a manifold X and E admits
an integrable connection, then E must be a vector bundle; we will not use this fact.
A relativization of (our version of) the Riemann–Hilbert correspondence can also
be proved: if π : X → Y is smooth and E is a coherent sheaf on X admitting an
integrable connection ∇ relative to Y , then ker∇ is a locally free π−1OY -module
and OX ⊗π−1OY

ker∇ → E is an isomorphism. In particular, E is a vector bundle
and the category of coherent sheaves on X with integrable connection relative to
Y is equivalent to the category of locally free π−1OY -modules. See [4, 2.23] for an
elegant inductive proof of these facts.

3. Regular singularities in dimension 1

A very interesting feature of connections is that they can be used to canonically
extend a vector bundle across a missing point in the 1-dimensional case. We saw
a concrete example worked out at the end of §1, and we wish to study the general
problem on an arbitrary complex manifold with pure dimension 1. Since integra-
bility is automatic in the 1-dimensional case, we will not make explicit mention of
this condition again; the higher-dimensional and relative generalizations of what
we are about to do (see [4]) require integrability.

Definition 3.1. Assume X is smooth with pure dimension 1, and let X∗ be the
complement of a 0-dimensional analytic set Σ in X, with j : X∗ ↪→ X the inclusion.
Let (E ∗,∇∗) be a vector bundle with connection on X∗. This pair has regular
singularities along Σ if there exists a vector bundle E ⊆ j∗E ∗ on X such that
j∗(∇∗) carries E into Ω1(Σ)⊗ E .

In the setting of the definition, the induced map ∇ : E → Ω1(Σ) ⊗ E certainly
satisfies the Leibnitz rule, and the pair (E ,∇) is also called a vector bundle with
connection having regular singularities along Σ. The definition simply says that
E ∗ extends to a vector bundle E on X such that ∇∗ extends to a “meromorphic
connection” with at worst simple poles along Σ. Concretely, the condition on the
connection over X∗ is that for each any σ ∈ Σ there exists a basis of E ∗ over a
punctured open neighborhood of σ such that the connection matrix has entries that
are meromorphic at σ with at worst a simple pole.

Since pullback along an analytic map of Riemann surfaces carries 1-forms with
simple poles to 1-forms with simple poles (proof: d(te)/te = e · dt/t), we see that
for any analytic map (X ′,Σ′) → (X, Σ) we may define pullback for pairs (E ,∇) on
X with regular singularities along Σ. Duality and tensor product are defined in the
evident manner.

A natural question is whether any pair (E ∗,∇∗) on X∗ admits an extension to X
with regular singularities along Σ, and whether such an extension is unique. We met
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value v0 = q−N
0 (v) at q0. Analytic continuation of this solution around an i-

counterclockwise generating loop though q0 gives the value e−2πiN (v0) = Ti(v0).
Since we can find v such that v0 = q−N

0 (v) is any desired element of V , the i-
counterclockwise generating loop of π1 acts as Ti on V . This settles the existence
problem.

Meromorphicity. Working locally near the origin of a disc and trivializing
E allows us to suppose E = OD ⊗C V for a finite-dimensional C-vector space V .
Using the basis dq/q of Ω1

D(0), there is a unique

N ∈ Γ(D,E nd(E )) = HomC(V ,E ) = HomC(V,E (D))

such that ∇(v) = N(v)dq/q for local sections v of V ; in contrast with the existence
step, N might not be constant. We have to prove that if s ∈ E (D∗) satisfies
∇(s) = 0, then s is meromorphic at the origin. We may identify N and s with
holomorphic maps N : D → End(V ) and s : D∗ → V , and (as in Example 1.2) the
condition ∇(s) = 0 means s′(q) = −(N(q)(s(q)))/q on D∗.

To prove the meromorphicity of any such s, it will be convenient to use a Hermit-
ian inner product H on V . Let us briefly recall some constructions with Hermitian
inner products. The dual space V ∨ acquires an inner product H∨ by the require-
ment H∨(H(·, v),H(·, v′)) = H(v′, v); i.e., the dual-basis to an orthonormal basis is
orthonormal. Also, End(V ) = V ⊗V ∨ acquires a Hermitian inner product H ⊗H∨

by the requirement

(H ⊗H∨)(v ⊗ `, v′ ⊗ `′) = H(v, v′)H∨(`, `′);

explicitly, (H⊗H∨)(T, T ′) =
∑

j H(T (ej), T ′(ej)) for any orthonormal basis {ej} of
V . Let || · || denote the associated norms on V and End(V ); it is clear that ||T (v)|| ≤
||T || · ||v||, since any nonzero v may be scaled to become part of an orthonormal basis.

Choose any 0 < ε < 1 and define

C = sup
|q|≤ε

||N(q)||, c = sup
|q|=ε

||s(q)||.

For 0 < |q| ≤ ε, we shall prove that

(3.1) ||s(q)|| ≤ c

(
|q|
ε

)−C

,

so s is meromorphic at the origin with ord0(s) ≥ −C.
Pick q0 with |q0| = ε, and consider the function σ(r) = ||s(rq0)||2 for r ∈ (0, 1].

We will prove σ(r) ≤ σ(1)r−2C . Since σ(1) ≤ c2, extracting square roots and
setting q = rq0 will then give the desired result (3.1) as we vary r over (0, 1] and
vary q0 over the circle of radius ε. Using the identity σ(r) = H(s(rq0), s(rq0)),
clearly

σ′(r) = H(∂r(s(rq0)), s(rq0)) + H(s(rq0), ∂r(s(rq0))),
where ∂r = d/dr. It is also clear that ∂r(s(rq0)) = q0s

′(rq0), so

||∂r(s(rq0))|| = ε||s′(rq0)||.
By the Cauchy–Schwarz inequality |H(v, v′)| ≤ ||v|| · ||v′|| we obtain

|σ′(r)| ≤ 2||s(rq0)|| · ||∂r(s(rq0))|| = 2ε||s(rq0)|| · ||s′(rq0)||.
The equation s′(q) = −(N(q)(s(q)))/q implies ||s′(q)|| ≤ C||s(q)||/|q|, so

−σ′(r) ≤ |σ′(r)| ≤ 2εC

|rq0|
· ||s(rq0)||2 =

2C

r
· σ(r).
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We claim that σ has no zeros on (0, 1] unless it is identically zero. Suppose
σ(r0) = 0 for some r0 ∈ (0, 1]. We may write σ(r) = (r − r0)nh(r) with n > 0 and
a real-analytic h (if r0 = 1, note that σ extends real-analytically past 1), so

2C

r
· |r − r0|n|h(r)| = 2C

r
· |σ(r)| ≥ |σ′(r)| = |r − r0|n−1|nh(r) + (r − r0)h′(r)|.

Cancelling |r − r0|n−1 and evaluating at r0 gives h(r0) = 0. Thus, if σ vanishes at
some point in (0, 1] then it has infinite order of vanishing there, and so σ = 0 by
real-analyticity.

Since (3.1) for q = rq0 is obvious if σ = 0, it remains to consider the case when
σ is everywhere positive on (0, 1]. In this case,

(log ◦σ)′ =
σ′

σ
≥ −2C

r
= −(log(r2C))′.

Integration over [r, 1] yields

log
(

σ(r)
σ(1)

)
≥ log(r−2C).

Exponentiation gives the desired estimate. �

Definition 3.3. Let OXΣ ⊆ j∗OX∗ be the subsheaf of sections that are meromor-
phic along Σ. A meromorphic vector bundle on X along Σ is a locally free sheaf of
finite rank over OXΣ .

The functor OXΣ ⊗OX
(·) carries holomorphic vector bundles on X to meromor-

phic vector bundles on X along Σ, compatibly with tensor products and duality and
pullback, and clearly this functor is faithful and essentially surjective. In particular,
Ω1

X gives rise to a meromorphic vector bundle along Σ that we denote Ω1
XΣ

. We can
use the Leibnitz rule to define the concept of a connection ∇ : E → Ω1

XΣ
⊗ E on a

meromorphic vector bundle on X along Σ. Explicitly, such connections arise from
maps ∇ : E → Ω1

X(D) ⊗ E satisfying the Leibnitz rule, where E is a holomorphic
vector bundle on X and D is an effective divisor supported in Σ.

Let MCXΣ be the category whose objects are pairs (E ,∇) consisting of a holo-
morphic vector bundle on X endowed with a connection ∇ having regular singu-
larities along Σ, and whose morphisms are maps of meromorphic vector bundles on
X along Σ that are compatible with the associated meromorphic connections; note
that such a map is automatically holomorphic on the vector bundles over X∗ be-
cause these bundles are O-free over the locally constant C-module of flat sections.
We may therefore rephrase Theorem 3.2 as saying that there is an equivalence of
categories between local systems on X∗ and MCXΣ .

We would like to refine this equivalence by singling out a special class of regular
singular connections that are functorially determined by their local systems of flat
sections on X∗ without the interference of meromorphic vector-bundle maps over
X. This will clarify the uniqueness of the construction at the end of §1.

4. Residues, monodromy, and canonical extensions

In the proof of the existence of regular-singular extensions, there was some free-
dom of choice of N : we only required e−2πiN = Ti. If N = Nss + Nn is the addi-
tive Jordan decomposition of N as a sum of commuting semisimple and nilpotent
endomorphisms, then e−2πiNsse−2πiNn is the multiplicative Jordan decomposition
Ti,ssTi,u of Ti. In particular, the nilpotent Nn is uniquely determined by the local
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monodromy action Ti: it is − log(Ti,u)/2πi (this is independent of i). However,
Nss is not unique: the only requirement is that it preserves each eigenspace of
Ti,ss and acts semisimply on the λ-eigenspace of Ti,ss with eigenvalues µk satisfying
e−2πiµk = λ. There is Z-ambiguity in each µk. One way to eliminate this ambi-
guity is to require N to be nilpotent, but this can only be done when the local
monodromy is unipotent.

In order to better understand the meaning of N and its relationship with Ti, it is
convenient to introduce some more terminology. Fix a basis 2πi of Z(1), and choose
a small open disc D ⊆ X centered at σ ∈ Σ and not meeting any other point of Σ.
Let D∗ = D−{σ}. The isomorphism OX∗ ⊗C Λ∗ ' E ∗ identifies Λ∗x and E ∗(x) for
x ∈ X∗, and so for x ∈ D∗ we get the monodromy transformation Tx,i ∈ Aut(E ∗(x))
at x; concretely, for v ∈ E ∗(x), the differential equation ∇∗(s) = 0 with initial
condition s(x) = v may be locally uniquely solved along an i-counterclockwise
generating loop of π1(D∗, x), and this solution specializes to Tx,i(v) after going
once around the loop. The map x 7→ Tx,i is an analytic section of E nd(E ∗) over D∗

since a solution to a first-order vector-valued ODE has analytic dependence on both
initial values and auxiliary parameters (this fact follows from the local construction
of solutions via uniform limits of Picard-iterates).

The equivalence between local systems and representations of the fundamen-
tal group implies that the monodromy transformation Tx,i at one point x ∈ D∗

uniquely determines (E ∗,∇∗)|D∗ , but only up to non-unique isomorphism since the
pair (E ∗x , Tx,i) admits non-trivial automorphisms. Explicitly, we use Tx,i to recon-
struct the local system Λ∗|D∗ (up to non-unique isomorphism) as a representation
of π1(D∗, x), where the i-counterclockwise generator acts as Tx,i on the x-fiber, and
then (E ∗,∇∗)|D∗ is associated to this local system as in Example 1.1.

A pair (E ∗,∇∗) has unipotent monodromy relative to Σ when the local mon-
odromy representations Tx,i near each σ ∈ Σ are unipotent automorphisms; i.e.,
the fundamental group of a small punctured disc at σ acts by unipotent automor-
phisms on the fiber of the space of flat sections at x near σ. Let (E ,∇) be a
holomorphic vector bundle on X endowed with a connection having regular sin-
gularities along Σ, with (E ∗,∇∗) its restriction to X∗; we have seen that such an
(E ,∇) may always be found when (E ∗,∇∗) is given. Our goal is to single out a
preferred (E ,∇) when (E ∗,∇∗) is given; the criterion for the existence of a pre-
ferred extension across X will be given in terms of a differential-equations analogue
of the local monodromy transformation, called the residue of the regular-singular
connection at points of Σ.

The starting point for the construction of the residue is the observation that for
local sections s of E and f of OX near σ ∈ Σ such that f(σ) = 0,

∇(fs) = df ⊗ s + f · ∇(s)

is a local section of Ω1
X(Σ)⊗E near σ whose image in the fiber at σ is killed by the

map

Ω1
X(Σ)σ ⊗C E (σ) resσ⊗1→ E (σ)

since the 1-form df is holomorphic near σ and f(σ) = 0 (thereby killing any simple
pole of ∇(s) at σ). Thus, even though ∇ is not OX -linear, the composite of its
induced map on σ-stalks and the residue-map at σ gives a well-defined C-linear
map of fibers

Resσ(∇) : E (σ) → E (σ);
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this C-linear endomorphism of E (σ) is the residue of ∇ at σ.
To make residues explicit, choose a local trivialization E |D ' OD ⊗C V over an

open disc D around σ with coordinate q, with V a finite-dimensional C-vector space.
We have a holomorphic map N : D∗ → End(V ) characterized by the condition

∇(fv)(q) = (df)(q)⊗ v +
dq

q
⊗ f(q) ·N(q)(v)

for v ∈ V and a section f of OD. The residue Resσ(∇) ∈ End(V ) = End(E (σ)) is
N(0). The connection matrix Γ = N/q depends on the choice of local trivialization
of E and local coordinate q, but its residue N(0) as an element of End(E (σ)) is
independent of these choices because we gave an intrinsic construction above.

The relationship between the local residue of a regular-singularities connection
and the local monodromy transformation of the associated local system of flat
sections is that the residue is a limiting logarithm of the monodromy:

Theorem 4.1. Fix a local trivialization E |D ' OD ⊗C V for a finite-dimensional
C-vector space V . Using the resulting isomorphisms E (q) ' V for q ∈ D, the
analytic map D∗ → End(V ) defined by q 7→ Tq,i ∈ End(E (q)) = End(V ) extends
analytically across the origin with value e−2πiRes0(∇) ∈ End(E (0)) = End(V ) at the
origin.

In particular, the characteristic polynomial of e−2πiRes0(∇) is equal to the com-
mon characteristic poynomial of the monodromy transformations Tx,i for x ∈ D∗,
and so the monodromy is unipotent if the residue of the connection has all of its
eigenvalues in Z.

Proof. The problem is local; let us formulate it in concrete terms. Choose an
analytic map N : D → End(V ), and for q0 ∈ D∗ consider the V -valued differential
equation

s′(q) = −N(q)(s(q))
q

on D∗ with initial condition s(q0) = v. Let hi ⊆ C−R be the connected component
of our choice of basis 2πi for Z(1). Pulling back to hi via z 7→ e2πiz gives the V -
valued differential equation f ′(z) = −2πi·N(e2πiz)(f(z)) on hi with initial condition
f(z0) = v for a choice of z0 such that e2πiz0 = q0. The unique solution has value
Tq0,i(v) ∈ V at z0 + 1; this is independent of the choice of z0 over q0. We want to
understand the behavior of Tq,i ∈ End(V ) for q near 0.

Since N(q) = N(0) + qN1(q) with N(0) ∈ End(V ) and N1 : D → End(V )
holomorphic, the differential equation for f on hi may be written

(4.1) g′y(x) = −2πi(N(0) + e2πizN1(e2πiz))(gy(x))

where gy(x) = f(x + iy) ∈ V . The shift z 7→ z + 1 leaves the differential equation
invariant, and for z = x + iy ∈ hi we want to study the operator Tz : V → V
sending v ∈ V to the value at x + 1 of the solution gy whose value at x is v. Since
(4.1) encodes analytic continuation of a flat section to an integrable connection
(on a punctured disc), and the sheaf of flat sections is locally constant (by the
Riemann–Hilbert correspondence), it follows that gy is either nowhere-vanishing or
is identically zero. This strong property of the gy’s ultimately rests on the Frobenius
integrability theorem.

Our interest is in the behavior of Tz(v) as y → ∞ and x remains in a bounded
interval. More precisely, for the unique solutions gy to (4.1) (with z = x + iy)
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on [−1, 1] such that gy(−1) ∈ V runs through a fixed basis B of V , we need to
study the relationship between gy(x) and Tx+iy(gy(x)) = gy(x + 1) for x ∈ [−1, 0];
note that as we vary the initial condition gy(−1) through B, the values gy(x) run
through a basis of V for each x ∈ [−1, 0] (due to the linearity of (4.1) and the
nowhere-vanishing property for its nonzero solutions that we noted above).

The differential equation for gy is g′y(x) = A(x, y)(gy(x)) where

A : (x, y) 7→ A(x, y) = −2πi(N(0) + e2πi(x+iy)N1(e2πi(x+iy))) ∈ End(V )

is real-analytic. Since N1(q) is bounded for q near zero, the exponential decay of
e−2πy implies that as y → ∞ and x remains bounded, A converges uniformly to
the constant map (x, y) 7→ −2πiN(0). It follows that as y → ∞, the solution
gy,b : [−1, 1] → V satisfying gy,b(−1) = b ∈ B converges uniformly to the unique gb

satisfying g′b(x) = −2πiN(0)(gb(x)) with gb(−1) = b.
Since {gy,b(x)}b∈B is a basis of V uniformly converging to the basis {gb(x)}b∈B

of V as y → ∞ (with x ∈ [−1, 1]), it follows that as y → ∞ the operators
Tx+iy ∈ End(V ) converge uniformly in x ∈ [−1, 0] to the monodromy opera-
tor Ti for the differential equation g′(x) = −2πiN(0)(g(x)). Hence, q 7→ Tq,i

has a removable singularity at q = 0 with value Ti at the origin. The equation
g′(x) = −2πiN(0)(g(x)) can be explicitly solved: g(x) = e−2πixN(0)(v0) for v0 ∈ V .
Thus, g(x + 1) = e−2πiN(0)(g(x)) for any solution g and any x, so

Ti = e−2πiN(0) = e−2πiRes0(∇) ∈ End(V ).

�

The relationship between residues and monodromy shows that if we are given
a local system Λ∗ of finite-dimensional C-vector spaces on X∗, and (E ∗,∇∗) is
the corresponding vector bundle with connection on X∗, a regular-singularities
extension (E ,∇) on X specifies a limiting logarithm of the local monodromy. In
general there is no canonical logarithm for an automorphism of a vector space;
however, a unipotent automorphism has a unique nilpotent logarithm via the series
log(1 + (U − 1)) that is polynomial in U for unipotent U . Hence, it is reasonable
to focus attention on the case when the local monodromy of Λ∗ at each σ ∈ Σ is
unipotent; in this case, our proof of existence of a regular-singularities extensions
(E ,∇) yields an extension with nilpotent residues along Σ by choosing the local
constant N to be the logarithm of the unipotent local monodromy. Fortunately,
the (E ,∇) constructed in this way is functorial in Λ∗:

Theorem 4.2. Let VCnil
X be the category of pairs (E ,∇) on X consisting of a

vector bundle E on X and a connection ∇ having regular singularities and nilpotent
residues along Σ. Let LSuni

X∗ be the category of local systems of finite-dimensional
C-vector spaces on X∗ with unipotent local monodromy.

The functor (E ,∇)  ker∇|X∗ is an equivalence of categories from VCnil
X to

LSuni
X∗ , and flat sections in E (X∗) extend holomorphically to E (X).

In concrete terms, the final assertion in the theorem says that when the con-
nection has nilpotent residues, any flat section on a punctured disc (centered at a
point of Σ) extends to a holomorphic section of the vector bundle.

Proof. We have already seen that the functor does carry VCnil
X to LSuni

X∗ , and that it
is faithful and essentially surjective. The Hom-trick used in the proof of Theorem
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3.2 reduces the full faithfulness to the holomorphicity on X for flat sections over
X∗.

The problem is local, and so we are reduced to considering the following situation.
Let N : D → End(V ) be holomorphic with N(0) nilpotent. We must prove that
if s : D∗ → V is holomorphic and s′(q) = −(N(q)(s(q)))/q, then s is holomorphic
at the origin. Pick a Hermitian inner product on V . We will prove that for any
solution s on a sector U , there is a positive integer d such that ||s(q)|| = O((log |q|)d)
as q → 0 in U ; in fact, d = dim V will suffice. This implies that if s is defined on
D∗ then qs(q) → 0 as q → 0. Thus, s has a removable singularity at the origin, as
desired.

Let ∇ and ∇0 denote the regular-singular connections on E = OD ⊗ V given by

∇(f ⊗ v) = df ⊗ v + f · dq

q
⊗N(q)(v), ∇0(f ⊗ v) = df ⊗ v + f · dq

q
⊗N(0)(v).

Fix a sector U in D∗, and let e and e0 denote bases of the associated local systems
of flat sections on the simply connected manifold U . These give bases of E |U ,
due to the equivalence between local systems and vector bundles with integrable
connection, and so there is a matrix M = (mij) of holomorphic functions on U
such that ej =

∑
i mije0,i for all j.

Since
∇(s) = ∇0(s) + dq ⊗N1(q)(s)

for any section s of E , where N = N(0) + qN1 with N1 holomorphic, we have
∇(e0,j) = dq ⊗ N1(q)(e0,j) for all j. Applying ∇ to the identity ej =

∑
mije0,i

therefore gives

0 = ∇(ej) =
∑

i

dmij ⊗ e0,i + dq ⊗
∑

i

mijN1(q)(e0,i)

on U . Equivalently,
m′

ij(q) = −
∑

k

mkj(q)νik(q)

where N1(q)(e0,i(q)) =
∑

νki(q)e0,k(q). That is, we have the matrix equation M ′ =
[N1]e0 ·M where [N1]e0 has value at q ∈ U equal to the matrix of N1(q) ∈ End(V )
with respect to the basis {e0,i(q)} of V .

Fix a basis v of V . For q ∈ U , let P (q) be the change-of-basis matrix that
converts e0(q)-coordinates into v-coordinates, so the matrix

[N1]v = P [N1]e0P
−1

for N1 with respect to the constant basis v of OD ⊗C V is holomorphic on D since
N1 : D → End(V ) is analytic, and so this matrix is bounded near the origin. Our
differential matrix equation on U is

M ′ = P−1[N1]vPM.

The columns of P−1 express the v-coordinates of the e0,i’s, and so our general
local solution q−N(0)(v0) in the constant-connection case with nilpotent N(0) shows
that each entry of P−1(q) is a polynomial in log q with degree ≤ d = dim V . Thus,
the entries in P−1(q) are O((log |q|)d) as q → 0 in U . Cramer’s rule implies a
similar conclusion for P (q) with a larger universal exponent replacing d. Thus, for
a fixed choice of 0 < ε < 1 and all q ∈ U with 0 < |q| ≤ ε ≤ 1 we have

(4.2) ||M ′(q)||std ≤ B(log(1/|q|))m||M(q)||std
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for some B ≥ 0 and some positive integer m; we are using the standard norm on
d× d matrices that arises from the standard norm on Cd.

We will now prove that this estimate on M ′ forces ||M(q)||std to be bounded on U
near the origin, and so the estimate ||e0,i(q)|| = O((log |q|)d) as q → 0 in U implies
the same for the ||ej(q)||’s, completing the proof. Fix 0 < ε < 1 and let

c = sup
|q|=ε,q∈U

||M(q)||std < ∞;

finiteness is due to the fact that the supremum is taken over a set of q’s in U
bounded away from the origin (non-compactness of {q ∈ U | |q| = ε} is harmless
here). Choose q0 ∈ U satisfying |q0| = ε, and define σ(r) = ||M(rq0)||2std for positive
r in an open interval containing (0, 1]. Our goal is to show that the real-analytic σ
on (0, 1] is bounded by a positive constant independent of q0.

Arguing exactly as in the proof of Theorem 3.2, but using the estimate (4.2) to
replace the role of the estimate ||s′(q)|| ≤ C||s(q)||/|q| used in the proof of Theorem
3.2, we conclude that

−σ′(r) ≤ |σ′(r)| ≤ 2B(log(1/εr))mσ(r)

and that σ : (0, 1] → R is either identically zero or is everywhere positive. The
case σ = 0 is trivial, so we may assume that σ is everywhere positive. Dividing the
inequality by σ(r) and integrating gives the estimate

log
(

σ(r)
σ(1)

)
≤ 2B

∫ 1

r

(log
1
εt

)m dt =
2B

ε

∫ ε

εr

(log
1
y
)m dy =

2B

ε

∫ 1/εr

1/ε

(log x)m

x2
dx.

Taking r → 0+ makes the right side increase up to an improper integral that is
is finite and independent of q0, so exponentiation gives σ(r) ≤ C ′σ(1) ≤ C ′c2 for
some positive constant C ′ that is independent of q0. �

We have proved that if Λ∗ is a local system of finite-dimensional C-vector spaces
on X∗, and Λ∗ has unipotent local monodromy along Σ, then there is a functorially
associated vector bundle E on X extending E ∗ = OX∗ ⊗C Λ∗. The bundle E is the
canonical extension (also called the regular-singularities extension) of E ∗, though
of course it also depends on the specification of ∇∗ (as the pair (E ∗,∇∗) determines
Λ∗). This implies that the explicit construction with elliptic-curve homology at the
end of §1 is not ad hoc. As a special case of our general conclusions, unipotent
local monodromy along Σ is trivial if and only if the connection on the canonical
extension has vanishing residues; i.e., the local system Λ∗ extends (necessarily
uniquely and functorially) to a local system Λ on X if and only if the canonical
extension of OX∗ ⊗C Λ∗ has a holomorphic connection, and then this canonical
extension is OX ⊗C Λ equipped with its standard holomorphic connection dX ⊗ 1
on X.

The canonical extension E may also be characterized by the property that flat
sections of E and E ∨ on a sector have logarithmic growth near the origin. There is a
higher-dimensional version of all of these results, for local systems having unipotent
local monodromy with respect to a normal crossings divisor. See [4, Ch. II, 5.2] for
further details.
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